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Abstract—Multi-agent systems (MAS) of humans and robots
are increasingly applied to complex tasks, yet face challenges in
translating natural language instructions into executable plans
and managing heterogeneous agents. Traditional planning meth-
ods provide guarantees but are rigid and knowledge-intensive,
while Large Language Models (LLMs) offer flexibility but lack
reliability. We propose a hybrid framework that integrates LLMs
with Constraint Programming (CP), combining intuitive task
decomposition with formal optimization. Simulation experiments
in object-sorting and structure-building scenarios show that our
approach delivers more feasible, efficient, and optimized plans
than LLM-only baselines, while reducing computation time. The
results highlight the value of uniting AI-based reasoning with op-
timization techniques for reliable task planning in heterogeneous
MAS.

I. INTRODUCTION

Multi-agent systems (MAS), especially those involving het-

erogeneous agents such as robots and humans (Figure 1), are

playing an increasingly critical role in addressing complex

tasks under dynamic and uncertain conditions. The reason for

this growing adoption can be attributed to their capacity to

combine the unique cognitive strengths of humans and the

physical ones of the robots, thereby enhancing productivity

and operational efficiency. Their applications span a wide

range of domains, including intelligent manufacturing, urban

search and rescue, logistics, and precision agriculture [1], [2],

[3], [4], [5]. However, within this domain, several critical

challenges remain still unresolved, including: i) the translation

of natural language instructions, frequently ambiguous and dif-

fering in their level of detail, into efficient and executable plans

for heterogeneous agents, and ii) the management of system

heterogeneity, which entails addressing inherent differences

in task execution. Addressing this second challenge involves

optimally allocating and scheduling activities across agents

to improve performance while meeting the given constraints.

In the last few decades, such kind of problems have been

mainly addressed using formal planning techniques capable of

producing optimal or sub-optimal solutions. Such approaches,

ranging from classical planners relying on the Planning Do-

main Definition Language (PDDL) to Constraint Programming
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Fig. 1. Example of a multi-agent system involving both humans and
robots cooperating to achieve a common goal.

(CP) and Mixed Integer Linear Programming (MILP), provide

solid guarantees with respect to plan correctness, feasibility,

and resource allocation [6], [7]. Nonetheless, because all these

approaches rely on a strict and structured formalism, the

attainment of a complete and accurate formalization of the

scenario, that is, the representation of the problem domain,

agent capabilities, and task dependencies, requires consider-

able effort, profound domain knowledge, and advanced exper-

tise in logic and planning languages. Therefore, this reliance

can be regarded as the main bottleneck limiting the adoption

of such approaches in complex real-world scenarios. A further

limitation is the need for substantial re-engineering of the

underlying models whenever the system must be adapted to

new tasks or to accommodate unforeseen changes. Recent

advances in the Large Language Models (LLMs) field have

given rise to new paradigms in robot task planning, promoting

the development of more flexible and intuitive methodologies.

Thanks to their advanced natural language understanding,

extensive world knowledge, and high-level reasoning abilities,

LLMs are able to correctly interpret human instructions and

generate adaptive task plans [8], [9]. In particular, they can

decompose complex tasks into hierarchical structures [9],



generate plans, and manage the allocation and scheduling of

activities. Therefore, LLM-based frameworks, such as the one

proposed in [10] that translates natural language into action

sequences for embodied agents, can be regarded as powerful

and intuitive interfaces, enabling even non-expert users to

engage effectively with MAS. Although promising, LLM-

based frameworks are nonetheless subject to several important

limitations. Most importantly, the plans they generate often

lack formal correctness, feasibility, and reliability [11], [12].

Indeed, without a formalism that ensures solution correctness,

and because of their tendency to produce unreliable or “hal-

lucinated” outputs, LLMs are prone to generating plans that

violate critical safety requirements, include actions that cannot

be carried out, or assign tasks to agents who lack the skills

or resources to perform them [13], [14]. To overcome the

inherent limitations of both formal methods and purely LLM-

based approaches, we propose a novel hybrid framework that

integrates the rigor of Constraint Programming (CP) with the

flexibility of Large Language Models (LLMs).

II. CONSTRAINT PROGRAMMING (CP)

Constraint Programming (CP) is a logic-based paradigm

originally developed for solving Constraint Satisfaction Prob-

lems (CSPs), where the objective is to assign values to

variables under predefined constraints and rules. In recent

years, however, CP has also been successfully applied to Con-

straint Optimization Problems (COPs), including timetabling,

factory scheduling, and the allocation of time or resources

to events [15][16]. A distinctive feature of CP lies in its

ability to handle a wide range of decision variables, such as

integer, continuous, and interval variables. Interval variables

are commonly employed to model temporal windows within

which events can take place. Interval variables may also be

defined as optional, indicating that they can be excluded from

the solution and thus be ignored by any constraint or expres-

sion involving them. Such variables are particularly useful for

modeling optional tasks (i.e., tasks that may not be executed)

or for representing alternatives in tasks and resources (i.e.,

cases where the same task can be performed in multiple ways).

Within CP, each decision variable is associated with a domain,

namely the set of admissible values it can assume. During the

solving process, infeasible values are systematically pruned

from these domains through an iterative mechanism known as

constraint propagation. Furthermore, CP natively supports a

broad range of constraint types, including arithmetic expres-

sions, logical disjunctions, conditional if–then rules, and global

constraints. The latter represent a special class of constraints

which, in contrast to local or primitive ones (e.g., arithmetic

expressions), are defined over a variable number of arguments.

The use of these constraints offers two main advantages.

First, they facilitate problem modeling, as they encapsulate

some of those complex logical or combinatorial concepts

commonly found in real-world scenarios (e.g., ”everything

must be different” or ”tasks must not overlap”). Second, each

of them comes with a specialized filtering algorithm capable

of pruning the search space far more effectively than would

occur if the same constraint were implemented using dozens

or even hundreds of local (primitive) constraints. More details

on CP can be found in [17].

III. PROBLEM FORMULATION AND

PROPOSED SOLUTION

Building on the above considerations, we are now ready to

introduce the main problem addressed in this work.

Problem 1. Let us consider a heterogeneous multi-agent

system composed of human and robotic agents, each endowed

with distinct skills and located in a specific place. In addition,

let us assume that a set of resources (e.g., raw materials

for mixture preparation or for the construction of objects

and structures) is available in the shared workspace, each

characterized by distinctive properties. Finally, let us suppose

the availability of a high-level instruction, expressed in natural

language, outlining the scenario, the team, and the mission to

be achieved. The objective is twofold:

1) to derive all required tasks and their physical (e.g.,

object properties, tools) and temporal (e.g., precedence)

constraints;

2) to compute the optimal allocation and scheduling of ac-

tivities to complete the mission while minimizing a cost

function that balances robotic energy, human workload,

and overall makespan, under all execution constraints.

Fig. 2. Proposed architecture.

Figure 2 shows the proposed architecture for solving Prob-

lem 1. In particular, it is a two-layer architecture that combines

the rigor of constraint programming with the flexibility of

LLMs. The first layer, based on an LLM, leverages its world

knowledge, reasoning capabilities, and grounding mechanisms

to transform the given natural language scenario description

into a structured and ordered sequence of subtasks. The

second layer, by contrast, builds on a CP solver to handle

the complex tasks of combinatorial optimization and correct-

ness verification. Specifically, it translates the structured plan

produced by the first layer into a Constraint Programming

formulation and ensures that the resulting plan is logically

consistent, feasible, and optimized with respect to the defined

performance metrics. We validated our framework against a

purely LLM-based approach in a multi-agent blocksworld-

inspired scenario, showing that the proposed method markedly



enhances plan reliability, feasibility, and optimality, while

retaining the natural language flexibility and generalization

capabilities of LLMs.

The proposed framework was validated through several

simulation experiments. More in detail, The validation process

addressed two representative case studies: object sorting and

structure construction. The first required allocating objects

into boxes subject to predefined constraints, whereas the

second involved arranging them on a grid to replicate target

structures with minimal resource utilization. The assessment

of performance was conducted in terms of solution quality,

computational efficiency, and feasibility. The obtained findings

corroborated the effectiveness of the proposed framework.

In particular, they highlighted that the proposed framework

is able to generate feasible solutions with lower objective

function values, reduced makespan, and decreased energy

consumption, while also achieving the lowest computation

times across all experiments. In contrast, the baseline method

exhibited higher error rates, longer computation times, and a

lower proportion of feasible solutions. Overall, these results

demonstrate the effectiveness of the proposed approach and

emphasize the value of integrating optimization techniques

with AI-based reasoning for the management of complex tasks.
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